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Deep Learning 

Adavantage 
 Strong ability for feature extraction 
 End-to-end 

 

 

 

Disadvantage 
 Meaning of neural units being significant 

is unclear 

Research Field of Deep Learning 

 Vanishing of gradient 
 Over-fitting 
 Training time 

AlexNet 2013 
DeepFace 2014 
DeepID 2014-2016 
VGGNet 2015 
GoogleNet 2015 
FaceNet 2015 
ResNet 2016 
LBCNN 2017 

Road Map 



Dictionary Learning 

Adavantage 
 Clear explanation for representation 

coefficients being significant 
 Coefficients can be class specified and 

helpful for classification 
 

 

 

Disadvantage 
 Rely on the feature extracted 

Dictionary Learning with Structured Dictionary 

Our goal is trying to inherit the property from Dictionary Learning and Deep Learning. 



Dictionary Learning 
Key Function of Dictionary Learning 

Reconstruction Term 

Main Improvements in  

Dictionary Learning 

 Design the loss of coefficients 
 

 Structure of Dictionary 
 

 Design more powerful feature 
extraction method 

 



Coefficients Dictionary 

Structure 

Feature 

Extraction 

KSVD 2006  ,Unsupervised learning 

Linear Classification + KSVD 2008, Supervised learning with linear classification on coefficients √ 

SDL(Supervised Dictionary Learning) 2009 , Supervised learning with Softmax √ 

DKSVD(Discriminant KSVD) 2010, First introduce the idea of structure dictionary √ 

LC-KSVD(Label Consistent KSVD) 2011, Consistence of samples (labels) √ √ 

TDL(Task-driven Dictionary Learning) 2012, Framework of Dictionary Learning √ √ 

MFL(Meta Face Learning) 2010 , Introduce structure dictionary into face recognition √ √ 

FDDL(Fisher Discriminant Dictionary Learning) 2011, 2014, Fisher criteria √ √ 

DGSR(Discriminative Dictionary for Group SR) 2014, Structure dictionary with group lasso √ √ 

SDR(Sparse and Dense Hybrid Representation) 2015, Structure dictionary with low rank decomposition √ 

SE(Sparse Embedding) 2012 , Framework of linear feature extraction and dictionary learning √ √ 

DRSR( Dimensionality Reduction for SR) 2010, Feature extraction and dictionary learning simultaneously  √ √ √ 

JDDRDL(Joint Discriminative Dimensionality Reduction and Dictionary Learning) 2013 √ √ √ 

SFDL(Simultaneous Feature and Dictionary Learning) 2014,2017, Extension to nonlinear feature extraction √ √ √ 

BDDL(Bilinear Discriminant Dictionary Learning) 2014 √ √ √ 

Deep Dictionary Learning(DDL) 2016,2017, Dictionary can be stack into deep network like DBN 

Dictionary Learning 

Road Map 

Michael Elad 
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Relationship between DLs 

Simplified function of Dictionary Learning  Deep Learning in ADMM Style  

 Both can be deep stacked 
 Loss function g() can be identical 
 Similar in mathematical 

Our goal is trying to inherit the property from Dictionary Learning and Deep Learning. 



Structured Dictionary in Deep Learning 

Loss function of Deep 

Learning with Dict Layer 

Illustration of Dict Layer 

Calculation in Dict Layer 

Derivation of Errors 

in Back Propagation 
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Experimental Result 

Neural Units on Dict Layer Neural Units on FC Layer 

Hidden Neural Unit on MNIST 

Visualization of hidden neural units on Dict Layer and FC layer. 

Distribution on Dict Layer is more equivalence and class specified. 



Experimental Result 

Comparison on  Dict Layer and FC Layer with LBCNN(CVPR2017) 

SVHN 

CIFAR-10 

SVHN:  
80 convolutional filters 

 

 

 

CIFAR-10:  
100 convolutional filters 

Only 12500 images are used for training 



Experimental Result 

Results on Face Recognition 
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Dict Layer is more powerful under 

cosine distance. 

 

A good feature can make a simple 

classifier being powerful. 

Dims 

Dims 

Dims 



Experimental Result 

AR 

Results on Face Recognition 

Dictionary Learning is more useful on database with small category about 100. 

Nonlinear extraction is more powerful than linear extraction. 

Structure information is useful for Deep Learning. 

Ext. Yale B CMU PIE 



Conclusion 
Adavantage 
- Each neural is class specified and designed for classification. 

 
- Dict Layer can be viewed as an enhancement of FC Layer and can be used 

on any networks with FC Layer. 
 

- A exemplar of introducing traditional method into Deep Learning. 

 

Disadvantage 
- Expansion of dimensionality with the growth of categories. 

 
- Designed for situation where training categories and testing categories are 

identical. 
 

- One more parameter is needed. 
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